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Abstract

The traditional second-order self-adjoint forms of the transport equation are the

even-parity and odd-parity equations. A useful alternative to these equations exists

in the form of a second-order self-adjoint equation that has the angular 
ux as its un-

known. The numerical advantages and disadvantages of this equation are contrasted

both theoretically and computationally with those of the even-parity and odd-parity

equations.
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1 Introduction

The even-parity and odd-parity transport equations are well-known second-order self-

adjoint forms of the transport equation.1 A computationally useful alternative to these

equations exists in the form of a second-order self-adjoint equation that has the angu-

lar 
ux itself as the unknown rather than an even-parity or odd-parity component of the

angular 
ux. We refer to this equation as the self-adjoint angular 
ux (SAAF) equa-

tion. Although it has previously appeared in the literature,2; 3 the SAAF equation is not

well-known within the computational transport community. This may be due to the fact

that the SAAF equation has always been previously presented within the context of vari-

ational approximations to the transport equation.2; 3 Pomraning and Clark2 �rst derived

the SAAF equation from the �rst-order form of the transport equation using a purely al-

gebraic technique, and then used the SAAF equation to generate a variational transport

principle of the extremum type. This extremum principle was sought as an alternative

to a saddle-point principle that they had previously obtained using the �rst-order form of

the transport equation. They then used the extremum principle to obtain a more accurate

form of di�usion theory. Pomraning and Clark2 derived only the 1-D slab-geometry form of

the SAAF equation and assumed that the cross sections were spatially independent. This

assumption was necessitated by their particular approach to the derivation. While inves-
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tigating generalized least-squares approximations to the �rst-order form of the transport

equtaion, Ackroyd3 showed that the SAAF equation is the Euler-Lagrange equation for a

certain generalized least-squares functional. He derived the 3-D SAAF equation without

any restriction on the spatial dependence of the cross-sections.

There are two primary purposes of this paper:

1. to show the SAAF equation can be derived from the �rst-order form of the transport

equation using a purely algebraic technique that is simpler than than that of Pom-

raning and Clark,2 and yields the unrestricted 3-D equation derived by Ackroyd.3.

2. to compare the SAAF equation with both the even-parity and odd-parity equations

from a computational point of view.

The central point to be made is that the SAAF equation is an interesting and useful

equation that deserves attention from the transport community. The remainder of this

paper is organized as follows. First we list the computational advantages and disadvantages

of the even-parity equation, the odd-parity equation, the SAAF equation, and the standard

�rst-order transport equation. Next we derive the monoenergetic even-parity, odd-parity,

and SAAF equations using very similar algebraic manipulations unrelated to variational

methods. Boundary conditions for the SAAF equation are then derived and contrasted

with those of the even-parity and odd-parity equations. Two multigroup forms of the
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SAAF equation, which are suitable for solution via the Pn and Sn techniques respectively,

are given next. A form of the SAAF equation that is suitable for void regions is then

derived. Singularities that arise in the SAAF equation are discussed next. We then apply

both Sn and Pn discretizations to the SAAF equation. It is shown that the Pn discretization

can be formulated in two distinctly di�erent ways. The �rst is equivalent to a least-squares

approximation to the �rst-order transport equation, while the second is equivalent to the

standard P
n
approximation to the �rst-order transport equation. Results are then presented

from a computational comparison of even-parity solutions, odd-parity solutions, averages of

even-parity and odd-parity solutions, and SAAF solutions using a common discretization.

Finally, we give conclusions and suggestions for future work.

2 Comparison of Equations

The traditional second-order self-adjoint forms of the transport equation are the even-

parity and odd-parity equations.1 These equations have both advantages and disadvantages

relative the standard �rst-order form of the transport equation. For instance, a list of

advantages follows:

1. The traditional self-adjoint equations can be solved on multidimensional �nite-element

spatial meshes using standard continuous �nite-element discretization techniques.
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Fundamental di�culties can arise on such meshes with the standard �rst-order form

of the transport equation. In particular, a block lower-triangular ordering of the

unknowns in the source iteration equations (with each block corresponding to the

unknowns associated with a single spatial cell) may not exist because general �nite-

element meshes almost always contain slightly re-entrant cells. In addition, rigorous

application of the discontinuous �nite-element method is extremely complicated with

re-entrant cells because solution discontinuities will sometimes occur on the interior

of cell faces rather than occurring only along cell edges.

2. The application of continuous �nite-element spatial discretizations results in matrix

equations that are symmetric positive-de�nite (SPD.) Solution techniques for SPD

systems are generally more e�cient and robust than those for non-SPD systems. For

instance, the preconditioned conjugate-gradient method4 is one of the most e�cient

and robust Krylov solution techniques in existence, but it can only be applied to SPD

systems.

3. The Pn equations are much more easily solved in a second-order self-adjoint form

than in the �rst-order form because the 
ux moments are strongly coupled via the

�!


 �

�!

r operator.

A list of disadvantages follows:
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1. The traditional self-adjoint Sn source iteration equations generate a general sparse

matrix equation rather than a block lower-triangular matrix equation. Thus they

cannot be solved using the standard sweeping technique used for the �rst-order Sn

equations. This is not necessarily a disadvantage on general �nite-element meshes

because the standard sweeping technique may signi�cantly degrade in e�ciency when

applied to the �rst-order Sn equations. However, it often is a disadvantage on orthog-

onal meshes where the �rst-order S
n
equations often can be very e�ciently solved

using the sweeping technique.

2. In multi-dimensions, re
ective and re
ective-like boundary conditions result in fully

implicit coupling between incoming and outgoing directions. In contrast, only one-

way coupling occurs between incoming and outgoing directions with the standard

�rst-order form of the transport equation. In particular, the outgoing directions ap-

pear in the equations for the incoming directions, but incoming directions do not

appear in the equations for the outgoing directions. The additional angular coupling

associated with the traditional self-adjoint equations causes the di�usion-synthetic

acceleration technique to degrade in e�ectiveness when applied to the Sn equations.5

However, it has no signi�cant e�ect upon the Pn equations because the angular mo-

ments always couple at the boundaries regardless of whether the transport equation
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is in a �rst-order or second-order form.

3. The full angular 
ux is di�cult to numerically calculate because the even-parity and

odd-parity 
ux components can be obtained with di�erent orders of accuracy and are

not spatially co-located. This arises because one component is always proportional

to a gradient of the other.

4. Performing transport calculations with voids is problematic. The leakage terms in the

even-parity and odd-parity equations contain the inverse of the total cross section, and

thus become singular in a void. One can nonetheless de�ne independent self-adjoint

equations for the even-parity and odd-parity 
uxes in a void, but no relationship

exists between these components. For example, one component is not proportional

to the gradient of the other. Since the even and odd components couple at boundaries,

one cannot satisfy boundary conditions without solving both equations.

5. Solving the steady-state odd-parity transport equation in a pure scattering region

is problematic because a matrix, which must be inverted to obtain the relationship

between the even-parity and odd-parity 
uxes, becomes singular when�s=�t = 1. See

Section 3.4 for more details.

The SAAF equation has all of the advantages previously listed for the traditional self-

adjoint equations. It also has certain additional advantages:
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1. The full angular 
ux is obtained when the SAAF equation is numerically solved rather

than either the even-parity component or the odd-parity component alone. Thus the

di�culties associated with constructing the full angular 
ux from numerical solutions

to the traditional self-adjoint equations is avoided.

2. Because the full angular 
ux is present on the boundaries, re
ective and re
ective-

like boundary conditions are much easier to implement. Most importantly, incoming

and outgoing directions couple in the SAAF equation in exactly the same manner

that they couple in the standard �rst-order transport equation. This is particularly

important when solving the SAAF equations with Sn angular discretization. The fully

implicit coupling that occurs between incoming and outgoing directions at re
ective

boundaries with the even-parity and odd-parity Sn equations is avoided.

3. The SAAF equation (in an appropriate form) can be solved in a void because the full

angular 
ux provides adequate information to satisfy the boundary conditions.

The SAAF equation shares only two disadvantages with the traditional self-adjoint

equations:

1. The SAAF Sn source iteration equations generate a general sparse matrix equation

rather than a block lower-triangular matrix equation. Thus they cannot be solved

using the standard sweeping technique used for the �rst-order Sn equations.
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2. Solving the steady-state SAAF equation in a pure scattering region is problematic.

This property arises in the SAAF equation for the same reason that it arises in the

odd-parity equation. See Section 3.4 for more details.

In addition, the SAAF equation has one signi�cant disadvantage relative to the tradi-

tional self-adjoint equations. Because the full angular 
ux is the unknown in the SAAF

equation, the angular domain is the full unit sphere. The angular domain associated with

the traditional self-adjoint equations is a half of the unit sphere. Thus the SAAF equation

requires twice as many angular unknowns for the same order of angular approximation as

the traditional self-adjoint equations.

Solving the SAAF equation is closely related to solving both the even-parity and odd-

parity equations, but it isnot equivalent. The even-parity and odd-parity equations are

traditionally solved in a completely independent manner. We later show that solving the

SAAF P1 equations is equivalent to solving even-parity and odd-parity P1 equations that

are independent on the mesh interior but coupled at the boundaries.
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3 Derivation of the Equations

We begin our derivations with the standard �rst-order form of the monoenergetic transport

equation:1

�!


 �

�!

r + �t = S + q ; (1)

where
�!


 is the directional variable, is the angular 
ux,�t is the macroscopic total cross

section,S is the scattering operator, andq is the inhomogeneous source. The scattering

operator is assumed to be expressible as follows:

S =

Z
4�

�s

�
�!



0

�

�!




�
 

�
�!



0

�
d
0 ; (2)

where �s

�
�!



0

�

�!




�
is the di�erential scattering cross-section. We �rst derive the even-

parity and odd-parity equations. Substituting �
�!


 for
�!


 in Eq. (1), adding the resulting

equation to Eq. (1), and dividing by 2, we obtain:

�!


 �

�!

r � + �t 
+ = S+ + + q+ ; (3)

where the even-parity 
ux is given by

 + =
1

2

�
 (

�!


 ) +  (�
�!


 )

�
; (4)

the odd-parity 
ux is given by

 � =
1

2

�
 (

�!


 )�  (�
�!


 )

�
; (5)
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S
+ denotes the scattering operator restricted to the even-parity domain, andq+ denotes the

even-parity inhomogeneous source, which is de�ned in analogy with Eq. (4). Substituting

�

�!


 for
�!


 in Eq. (1), subtracting the resulting equation from Eq. (1), and dividing by 2,

we obtain:

�!


 �

�!

r 
+ + �t 

� = S
�

 
� + q

�

; (6)

where S� denotes the scattering operator restricted to the odd-parity 
ux domain, andq�

denotes the odd-parity inhomogeneous source de�ned in analogy with Eq. (5). We obtain

the even-parity transport equation by �rst solving Eq. (6) for  � as follows:

 
� = �

�
�t � S

�

�
�1 �!


 �

�!

r 
+ +

�
�t � S

�

�
�1

q
�

; (7)

and then substituting from Eq. (7) into the gradient term in Eq. (3):

�

�!


 �

�!

r

�
�t � S

�

�
�1 �!


 �

�!

r 
+ +

�
�t � S

+
�
 
+ = q

+
�

�!


 �

�!

r

�
�t � S

�

�
�1

q
�

: (8)

We similarly obtain the the self-adjoint odd-parity transport equation by using Eq. (3)

to solve to solve for  +, and then substituting that expression into the gradient term in

Eq. (6):

�

�!


 �

�!

r

�
�t � S

+
�
�1 �!


 �

�!

r 
� +

�
�t � S

�

�
 
� = q

�

�

�!


 �

�!

r

�
�t � S

+
�
�1

q
+

: (9)

The derivation of the SAAF equation is very similar to the derivations of the even-parity
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and odd-parity equations. In particular, we use Eq. (1) to solve for  as follows:

 = � (�t � S)
�1
�!


 �

�!

r + (�t � S)
�1
q ; (10)

and then substitute from Eq. (10) into the gradient term in Eq. (1):

�

�!


 �

�!

r (�t � S)
�1
�!


 �

�!

r + (�t � S) = q �
�!


 �

�!

r (�t � S)
�1
q : (11)

Note that the basic structure of the SAAF equation is identical to that of the even-parity

and odd-parity equations.

It is worthwhile to note that the SAAF equation can also be derived simply by adding

the even-parity and odd-parity equations. However, the derivation requires proof that

S = S+ + + S� �.

3.1 Boundary Conditions

The SAAF boundary conditions for incoming directions are identical to those of the stan-

dard �rst-order transport equation. For instance, at a boundary with an incoming 
ux,

the following condition is satis�ed:

 (
�!

r b;
�!


 ) = f(
�!


 ) ;
�!


 �

�!

n < 0; (12)

where
�!

r b denotes a point on the boundary of the problem domain,
�!

n is the outward-

directed boundary normal, and f(
�!


 ) de�nes the incoming boundary 
ux. Note that
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a vacuum boundary condition is obtained by setting f = 0. The standard �rst-order

transport equation does not require a boundary condition for outgoing directions, but the

SAAF equation does. We obtain one simply by requiring the SAAF solution to satisfy the

�rst-order transport equation at the boundary:

 (
�!

r b;
�!


 ) + (�t � S)
�1

�!


 �

�!

r (
�!

r b;
�!


 ) = (�t � S)
�1
q(
�!

r b;
�!


 ) ;
�!


 �

�!

n > 0: (13)

Because the SAAf has second-order spatial derivatives, it admits more solutions than the

�rst-order form of the transport equation. A natural way to ensure that spurious solutions

to the SAAF equation are eliminated is to make the SAAf solution satisfy the forst-order

equation on out
ow boundaries.

Equation (12) also applies for a re
ective condition if we de�ne the incoming 
ux as

follows:

f(
�!


 ) =  (
�!




0

) ; (14)

where
�!


 is mapped to
�!




0

via specular re
ection. Thus the outgoing 
uxes appear in

the re
ective boundary condition for the incoming 
uxes. Equation (13) also applies for

a re
ective condition, but it requires no modi�cation. Thus the incoming 
uxes do not

appear in the re
ective boundary condition for the outgoing 
uxes. This type of \one-

way" coupling at re
ective boundaries is identical to that of the standard �rst-order form

of the transport equation. This property is extremely important for Sn calculations be-
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cause it ensures independent source iteration equations for each direction whenever the

standard �rst-order Sn equations display such independence. The two-way coupling be-

tween directions which occurs at re
ective boundaries with the even-parity and odd-parity

equations can lead to signi�cant degradation of the source iteration convergence rate even

when di�usion-synthetic acceleration is applied.
5

3.2 Source Iteration Forms

In most instances, energy-dependent versions of the operator (�t � S)
�1

are not self-adjoint.

If this operator is not self-adjoint, the SAAF equation is not self-adjoint, and the discretized

SAAF equations will no longer be symmetric positive-de�nite (SPD). This would seem to

imply that the sophisticated solution techniques that can be applied only to SPD systems

could no longer be applied to the SAAF equation. Fortunately, this potential di�culty can

be avoided by using the multigroup energy treatment in conjunction with source iteration.

Source iteration for the between-group component of the scattering source is routinely used

in both Pn and Sn calculations, and it is only this component that is not self-adjoint. For

instance, the multigroup version of Eq. (11) appropriate for Pn calculations can be written

as follows:

�

�!


 �

�!

r (�t � Sd)
�1
�!


 �

�!

r +(�t � Sd) = So +q�
�!


 �

�!

r (�t � Sd)
�1

(So + q) ; (15)
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where Sd denotes the within-group block of the multigroup scattering matrix, andSo de-

notes the between-group block of the multigroup scattering matrix. Note that the multi-

group notation for matrices and vectors is suppressed in Eq. (15) for simplicity. There

is no di�culty solving Eq. (15) via source iteration because the operator on the left side

of Eq. (15) is self-adjoint and positive-de�nite. The monoenergetic version of Eq. (11)

appropriate for Sn calculations can be written as follows:

�

�!


 �

�!

r

1

�t

�!


 �

�!

r + �t = S + q �
�!


 �

�!

r

(S + q)

�t

: (16)

The form of Eq. (16) remains unchanged in the multigroup case. There is no problem

solving Eq. (16) via source iteration because the operator on the left side of Eq. (16) is

self-adjoint and positive de�nite.

Di�usion-synthetic acceleration can easily be applied to Eq. (16) using the SAAF P1

equations as the low-order operator for the SAAF Sn equations. Since they are both

second-order equations, one can apply the same �nite-element spatial approximation to

these equations and thereby achieve consistency between the high-order and low-order

operators. The approach is analogous to that developed by Morel and McGhee.
5
for the

even-parity Sn equations.
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3.3 Void Forms of the SAAF Equation

To obtain an SAAF equation appropriate for a void, we �rst take Eq. (11) and assume a

purely absorbing medium with a spatially constant cross-section:

�

�!


 �

�!

r

1

�a

�!


 �

�!

r + �
a
 = 0 : (17)

Since the cross-section is constant, we can move it through the gradient term and multiply

the equation by �a:

�

�!


 �

�!

r

�!


 �

�!

r + �
2

a
 = 0 : (18)

Finally, taking the limit as�
a
! 0, we obtain the desired void equation:

�

�!


 �

�!

r

�!


 �

�!

r = 0 : (19)

Following an analogous procedure, we obtain the following even-parity and odd-parity void

equations respectively:

�

�!


 �

�!

r

�!


 �

�!

r 
+ = 0 ; (20)

and

�

�!


 �

�!

r

�!


 �

�!

r 
� = 0 : (21)

Equations (20) and (21) cannot be solved independently because the even-parity and odd-

parity 
uxes couple at boundaries, and these 
uxes are no longer related by Eqs. (3) and
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(6). Thus one must simultaneously solve Eqs. (20) and (21) in order to have the information

required by both of these equations at the boundaries.

For instance, let us �rst consider boundary conditions for the non-void even-parity

equation and demonstrate why Eqs. (8) and (9) can be solved independently. The vacuum

boundary condition for the �rst-order transport equation is

 (
�!


 ) = 0 ;
�!


 �

�!

n < 0; (22)

To get the corresponding boundary condition for Eq. (8), we �rst sum Eqs. (4) and (5) to

obtain

 (
�!


 ) =  +(
�!


 ) +  �(
�!


 ) : (23)

Next we substitute from Eq. (23) into Eq. (22):

 +(
�!


 ) +  �(
�!


 ) = 0 ;
�!


 �

�!

n < 0: (24)

In order to solve Eq. (8) without solving Eq. (9), we must express the odd-parity 
ux in

Eq. (24) in terms of the even-parity 
ux. This is done via Eq. (7). Substituting from

Eq. (7) into Eq. (24), we obtain a boundary condition that contains only the even-parity


ux:

 +(
�!


 )�
�
�t � S�

�
�1 �!


 �

�!

r + +
�
�t � S�

�
�1

q� = 0 ;
�!


 �

�!

n < 0: (25)

Equation (24) remains valid in a void, but Eq. (7) no longer relates the even-parity and
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odd-parity 
uxes. Consequently, one cannot eliminate � from Eq. (24), so Eqs. (20) and

(21) must be solved simultaneously.

The boundary condition for Eq. (19) for incoming directions is identical to that for

Eq. (11):

 (
�!

r b;
�!


 ) = f(
�!


 ) ;
�!


 �

�!

n < 0; (26)

In analogy with Eq. (13), we use the �rst-order form of the transport equation to obtain

the boundary condition for outgoing directions:

�!


 �

�!

r (
�!

r b;
�!


 ) = 0 ;
�!


 �

�!

n > 0; (27)

There are two notable di�culties that can arise when numerically solving Eq. (19).

Unlike the non-void SAAF equation, Eq. (19) does not constitute a statement of particle

conservation. While it is true that an analytic solution to Eq. (19) (with appropriate

boundary conditions) will solve the �rst-order form of the transport equation and thus

satisfy particle conservation, it is not clear that numerical solutions to Eq. (19) can be made

to satisfy particle conservation. By de�nition, a numerical approximation is conservative

if it preserves the integral of the standard transport equation over the problem domain. In

a void, this requirement takes the following form:

Z
�!


 �

�!

r
~ dP = 0 ; (28)
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where ~ denotes the approximate solution for  . This integral can either be satis�ed

rigorously via �nite-element methods or it can be satis�ed in a discrete sense.

Let us contrast the conservative nature of the non-void form of the SAAF equation,

Eq. (11), with the non-conservative nature of the void form, Eq. (19). Equation (11)

represents an expression of particle conservation because

 = � (�t � S)
�1
�!


 �

�!

r + (�t � S)
�1
q : (29)

Thus Eq. (11) is equivalent to the �rst-order equation via substitution, i.e., substituting

Eq. (29) into Eq. (19) yields the �rst-order form of the transport equation. Consequently,

integrating Eq. (11) over the problem domain is equivalent to integrating the �rst-order

form of the transport equation over that domain. However, Equation (19) does not repre-

sent a statement of particle conservation because

 6= �

�!


 �

�!

r : (30)

Thus Eq. (19) is not equivalent to the �rst-order equation via substitution, and integrating

Eq. (19) over the problem domain is not equivalent to integrating the �rst-order form of

the transport equation over that domain.

Nonetheless, the question naturally arises as to whether it is possible to satisfy Eq. (28)

via Eq. (19) in some indirect manner. In 1-D slab geometry, the void solution for the

angular 
ux is a constant. Hence almost any consistent discretization of Eq. (19) will
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result in the exact (and thus conservative) solution. However, in any other geometry, one

cannot generally expect to obtain exact void solutions. For this general case, an indirect

means of satisfying Eq. (28) via Eq. (19) is not apparent to us. However, we cannot prove

that such a means does not exist. This is a subject for future research.

In a numerical problem containing both void and non-void regions, one must de�ne a

method for interfacing Eqs. (11) and (19). There are many possible ways to do this. The

challenge is to �nd an interface technique that is accurate and retains an SPD coe�cient

matrix. Manteu�el and Ressel
7
have developed a least-squares method for solving the

transport equation that is closely related to solving the SAAF equation. Although they

did not perform any computations with void regions, their formalism admits such regions.

Furthermore, their formalism yields an SPD coe�cient matrix in calculations with both

void and non-void regions. A study of the solution of the SAAF equation in voids is beyond

the scope of this paper, but it is clear that this is an important area for future research.

3.4 Singularities of the SAAF Equation

As previously noted, both the the odd-parity and SAAF equations become singular in the

limit as �s=�t ! 1. These singularities arise from the (�t�S
+
)
�1

and (�t�S)
�1

matrices.

As shown in the Appendix the matrices S
+
and S are diagonal in the spherical-harmonic
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basis. For instance, in the 1-D monoenergetic case,

S = diag(�0; �1; �2; : : :) ; (31)

and

S
+ = diag(�0; �2; �4; : : :) ; (32)

where �l denotes the l'th Legendre moment of the scattering cross-section. It is evident

from Eqs. (31) and (32) that

(�t � S)�1 = diag(
1

�t � �0

;
1

�t � �1

;
1

�t � �2

; : : :) ; (33)

and

(�t � S
+)�1 = diag(

1

�t � �0

;
1

�t � �2

;
1

�t � �4

; : : :) : (34)

In a purely scattering medium,�t � �0 = 0. Thus it can seen from Eqs. (33) and (34)

that a singularity arises in the �rst element of both matrices. This singularity can be

avoided by solving the source-iteration form of the SAAF equation given in Eq. (16).

Unfortunately, this is not a very practical solution since the source iteration process can

converge arbitrarily slowly in a purely scattering medium. The use of di�usion-synthetic

acceleration (DSA) to avoid the convergence di�culties immediately comes to mind,5 but

it must be remembered that the the odd-parity and SAAF P1 equations are themselves

singular in a purely scattering medium. Thus a straightforward form of DSA is not possible.
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Adams has shown that an asymptotic di�usion equation can be derived from the odd-parity

Sn equations in 1-D slabs,6 and further that it can be used to produce an e�ective DSA

scheme. This suggests that a similar approach might be possible for the SAAF equation.

An investigation of the asymptotic properties of spatially-discrete SAAF equations in the

thick-di�usion limit is beyond the scope of this paper. However, we have performed a

preliminary study that shows that the 1-D slab-geometry SAAF Sn equations with lumped

linear-continuous �nite-element spatial discretization produce independent vertex-centered

and cell-centered di�usion equations in the thick di�usion limit. We intend to investigate

the use of these equations in a DSA scheme for the SAAF S
n
equations in the near future.

4 Sn Discretization

The SAAF equation is trivially discretized via the S
n
approximation. In particular, we

obtain the following monoenergetic 1-D slab-geometry SN equations:

��
2

m

@

@x

1

�t

@

@x
 m + �t m = S m + qm � �

@

@x

S m + qm

�t

;m=1,N; (35)

where

S m =
LX

l=0

(2l + 1)�l�lPl(�m) ;m=1,N; (36)

�l =
MX

m=1

 mPl(�m)wm ; l=0,L; (37)
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and where m is the angular index,N denotes the quadrature order,L denotes the degree of

the cross-section expansion,Pl(x) denotes the Legendre polynomial of degree l,wm denotes

the quadrature weight associated with the m'th quadrature cosine,�m.

For reasons that become clear in our discussion of Pn discretizations, it is signi�cant to

note that we can obtain the above equations in two distinct ways:

� Directly apply the Sn discretization to the SAAF equation.

� Apply the Sn discretization to the �rst-order form of the transport equation, and

then derive an SAAF discretization via the same algebraic procedure by which the

SAAF equation is derived from the �rst-order form of the transport equation.

We refer to the former as the direct procedure and to the latter as the indirect procedure.

Because both of these procedures produce the same equations, it follows that our SAAF Sn

equations are completely equivalent to the standard Sn equations for the �rst-order form

of the transport equation. We stress that this equivalence necessarily holds only for the

spatially-analytic equations.

The spatial discretization technique that we de�ne here is quite simple and represents a

lumped version of the linear-continuous �nite-element method.
8
However, we derive it from

a purely �nite-di�erence viewpoint for the sake of simplicity. As is customary, we denote

cell-edge quantities with half-integral indices and cell-center quantities with integral indices.
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Each spatial cell is assumed to contain a homogeneous material, but materials may di�er

between cells. Our equations contain both cell-center and cell-edge unknowns.

The equation for the angular 
ux at cell-center i and direction m represents a balance

equation for the �rst-order form of the transport equation over the interval [xi� 1

2

; xi+ 1

2

]:

�m

�
 i+ 1

2
;m �  i� 1

2
;m

�
+ �t;i i;m�xi = Qi;m�xi ; (38)

where

�xi = xi+ 1

2

� xi� 1

2

; (39)

and

Qi;m = S i;m + qi;m : (40)

The equation for the angular 
ux at cell-edge i+ 1

2
and direction m represents a balance

equation for the �rst-order form of the transport equation over the interval [xi; xi+1]:

�m ( i+1;m �  i;m) + �t;i+ 1

2

 i+ 1

2
;m�xi+ 1

2

= Qi+ 1

2
;m�xi+ 1

2

; (41)

where

�t;i+ 1

2

=
�t;i�xi + �t;i+1�xi+1

�xi +�xi+1
; (42)

�xi+ 1

2

=
1

2
(�xi +�xi+1) : (43)
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We now obtain an interior-mesh discretization for the SAAF equation by �rst solving

Eq. (38) for  i;m:

 i;m = �
�m

�t;i�xi

�
 i+ 1

2
;m �  i� 1

2
;m

�
+
Qi;m

�t;i
; (44)

and then using Eq. (44) to eliminate the cell-center 
uxes from Eq. (41):

�

�2
m

�t;i+1�xi+1

�
 i+ 3

2
;m �  i+ 1

2
;m

�
+ �2

m

�t;i�xi

�
 i+ 1

2
;m �  i� 1

2
;m

�
+

�t;i+ 1

2
 i+ 1

2
;m�xi+ 1

2
= Qi+ 1

2
;m�xi+ 1

2
� �m

�
Qi+1;m

�t;i+1
�

Qi;m

�t;i

�
: (45)

Equation (45) applies to all of the cell-edge angular 
uxes except those on the left (i = 1

2
)

and right (i = I + 1

2
) boundaries.

The equation for  1

2
;m, takes the form of a balance equation over the interval [x 1

2

; x1]:

�m ( 1;m �  L;m) + �t;1 1

2
;m

�x1

2
= Q 1

2
;m

�x1

2
; (46)

where  L;m takes on di�erent values for incoming and outgoing directions:

 L;m = fm ; �m > 0; (47)

 L;m =  1

2
;m ; �m < 0; (48)

where for a source condition fm denotes the incident 
ux, for a vacuum condition fm = 0,

and for a re
ective condition fm =  1

2
(��m). Note that Eq. (47) is itself compatible with

Eq. (12), while Eq. (46) together with Eq. (48) is compatible as a whole with Eq. (13).
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Using Eq. (44) to eliminate  1;m from Eq. (46), we obtain the SAAF discretization for

the left boundary vertex 
ux:

�

�2
m

�t;1�x1

�
 3

2
;m
�  1

2
;m

�
� �m L;m + �t;1 1

2
;m

�x1

2
= Q 1

2
;m

�x1

2
� �m

Q1;m

�t;1
; (49)

As previously noted, we have used a lumped version of the linear-continuous �nite-

element method to spatially discretize the SAAF Sn equations. The standard �nite-element

equations are \lumped" by replacing three-point cell-edge removal and source terms with

one-point terms. This results in a more robust (i.e, more positive) discretization at the

cost of accuracy. Although both the lumped and standard equations are second-order

accurate, the error is nonetheless larger for the lumped scheme in the thin-mesh limit. To

obtain the standard �nite-element Sn discretization from the lumped discretization, make

the following substitutions in Eq. (45):

�
t;i+

1

2

 
i+

1

2
;m
�x

i+
1

2

! �t;i

�
1

3
 
i�

1

2
;m

+
2

3
 
i+

1

2
;m

�
�xi

2
+�t;i+1

�
2

3
 
i+

1

2
;m

+
1

3
 
i+

3

2
;m

�
�xi+1

2
;

(50)

Q
i+

1

2
;m
�x

i+
1

2

!

�
1

3
Q

i�
1

2
;m

+
2

3
Q

i+
1

2
;m

�
�xi

2
+

�
2

3
Q

i+
1

2
;m

+
1

3
Q

i+
3

2
;m

�
�xi+1

2
; (51)

and the following substitutions in Eq. (46):

�t;1 1

2
;m

�x1

2
! �t;1

�
2

3
 1

2
;m

+
1

3
 3

2
;m

�
�x1

2
; (52)

Q 1

2
;m

�x1

2
!

�
2

3
Q 1

2
;m

+
1

3
Q 3

2
;m

�
�x1

2
: (53)
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Finally, we note that we explicitly de�ne the inhomogeneous sources only at the vertices

and calculate the cell-center sources by averaging the adjacent vertex sources:

qi;m =
1

2

�
qi� 1

2
;m + qi+ 1

2
;m

�
: (54)

We stress that this is not done for the scattering sources. The cell-center scattering sources

must be calculated with the cell-center 
uxes for consistency.

5 Pn Discretization

In the previous section we described direct and indirect procedures for obtaining the Sn

discretization for the SAAF equation. Both procedures result in the same Sn discretization,

but they result in di�erent Pn discretizations. To demonstrate this, we �rst take the indirect

approach. In particular, we assume a P1 expansion for the angular 
ux in the �rst-order

form of the transport equation and then take P0 and P1 moments of that equation. The

following respective equations are obtained:

@

@x
�1 + (�t � �0)�0 = &0 ; (55)

1

3

@

@x
�0 + (�t � �1) �1 = &1 ; (56)
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where &l denotes the l'th Legendre moment of the inhomogeneous source. Using Eq. (56)

to eliminate �1 from Eq. (55), we obtain

�

@

@x

1

3 (�t � �1)

@

@x
�0 + (�t � �0) �0 = &0 �

@

@x

&1

(�t � �1)
; (57)

Using Eq. (55) to eliminate �0 from Eq. (56), we obtain

�

@

@x

1

3 (�t � �0)

@

@x
�1 + (�t � �1)�1 = &1 �

@

@x

&0

3 (�t � �0)
: (58)

Equations (57) and (58) represent a P1 approximation to the SAAF equation.

If we use the direct approach, i.e., assume aP1 expansion for the angular 
ux, substitute

it into the SAAF equation, and take P0 and P1 moments, respectively, we still obtain

Eq. (57), but Eq. (58) is replaced with

�

@

@x

"
1

3 (�t � �0)
+

4

15 (�t � �2)

#
@

@x
�1 + (�t � �1)�1 = &1 �

@

@x

&0

3 (�t � �1)
: (59)

Since Eqs. (57) and (58) represent the standard P1 equations, the question naturally arises

as to what Eqs. (57) and (59) represent.

To answer this question, we must further consider the connection between the SAAF

equation and least-squares approximations to the �rst-order form of the transport equation.

We begin the discussion by noting that if �t 6= �0, the operator, (�t� S)
�1
, has a diagonal

representation with strictly positive elements (e.g., see the Appendix). Thus this operator
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has a square root, (�t � S)�
1

2 . Furthermore, (�t � S)�
1

2 is self-adjoint with respect to the

standard inner product:

h(�t � S)
�

1

2 u; his =
Z Z

4�

h
(�t � S)

�

1

2 u

i
h d
 dV ;

=
Z Z

4�

u (�t � S)
�

1

2 h d
 dV ;

= hu; (�t � S)
�

1

2 his ; (60)

where u and h denote any two square-integrable functions, and the spatial integral is taken

over all space. Thus we can use this operator to de�ne the following \operator-weighted"

inner product:

hu; hi =
Z Z

4�

h
(�

t
� S)

�

1

2 u

i h
(�t � S)

�

1

2 h

i
d
 dV ;

=
Z Z

4�

u (�
t
� S)�1 h d
 dV ;

=
Z Z

4�

h
(�t � S)�1 u

i
h d
 dV ;

=
Z Z

4�

h (�t � S)
�1
u d
 dV ; (61)

where, as in Eq. (60),u and h denote any two square-integrable functions, and the spatial

integral is taken over all space. Let L denote the �rst-order monoenergetic transport

operator, i.e,.

L =
�!


 �
�!

r + �t � S : (62)

The adjoint transport operator corresponding to the inner product that we have de�ned,
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Ly, satis�es

hLyu; hi = hu;Lhi ; (63)

for all u and h, and takes the following form:

Lyu = � (�t � S)
�!


 �
�!

r (�t � S)
�1
u+ (�t � S)u : (64)

Note that the de�nition of the adjoint transport operator depends upon the inner product,

i.e., a di�erent inner product will give rise to a di�erent adjoint transport operator. It is

easily veri�ed that the SAAF equation can be expressed as follows:

(�t � S)
�1

LyL = (�t � S)
�1

Lyq : (65)

Now, let us de�ne the following generalized least-squares functional for the �rst-order trans-

port equation:

, = hL � q;L � qi ; (66)

Let us further assume a spherical-harmonic expansion for the angular 
ux:

 (
�!
r ;

�!


 ) =
LX

l=0

lX

m=�l

2l + 1

4�
�
m

l
(
�!
r )Y m

l
(
�!


 ) ; (67)

where Y m

l
denotes the spherical-harmonic function of order l and degreem as de�ned in the

Appendix, and�m
l

denotes the corresponding spherical-harmonic moment of the angular


ux:

�
m

l
=

Z
4�

 

�
�!




�
Y
m

l

�
�!




�
d
 ; (68)
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To minimize ,, we �rst make the following substitution:

�m

l
(
�!

r )! �m

l
(
�!

r ) + �m
l
vm
l
(
�!

r ) ; (69)

where �m
l
is a parameter and vm

l
(
�!

r ) is an arbitrary square-integrable function. Then we

require that

@,

@�
j

k

�����
�
j

k
=0

= 0 ; for all k and j: (70)

This procedure yields the following equations:

*
L

LX
l=0

lX
m=�l

2l + 1

4�
�m

l
Y m

l
� q;LY

j

k
v
j

k

+
= 0 ; for all k and j: (71)

Using Eq. (63) to re-express Eq. (71), we get

*
L
y
L

LX
l=0

lX
m=�l

2l + 1

4�
�m

l
Y m

l
� L

yq; Y
j

k
v
j

k

+
= 0 ; for all k and j: (72)

It is useful at this point to abandon the inner-product notation and re-express Eq. (72) as

follows:

Z Z
4�

(�t � S)
�1

2
4LyL LX

l=0

lX
m=�l

2l + 1

4�
�m

l
Y m

l
� L

yq

3
5Y j

k
d
 v

j

k
dV = 0 ; for all k and j:

(73)

It is not di�cult to recognize that Eq. (73) can only hold for arbitrary v
j

k
if

Z
4�

(�t � S)
�1

2
4LyL LX

l=0

lX
m=�l

2l + 1

4�
�m

l
Y m

l
� L

yq

3
5Y j

k
d
 = 0 ; for all k and j: (74)
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Recalling Eq. (65), we recognize Eq. (74) as the standard (Galerkin) PL equations for

the SAAF equation. Thus we �nd that while Eqs. (57) and (58) represent the standard P1

approximation to the �rst-order transport equation, Eqs. (57) and (59) represent a general-

ized least-squares spherical-harmonic approximation to the �rst-order transport equation.

Because we have de�ned our inner product on an in�nite spatial domain, this equivalence

does not necessarily carry over to the boundaries of a �nite system. However, complete

equivalence is possible if one de�nes the Galerkin boundary conditions to be consistent

with those obtained via least-squares boundary functionals.3

In general, any Galerkin approximation to the SAAF equation will represent a general-

ized least-squares approximation to the �rst-order form of the transport equation. The same

can be said for the even-parity and odd-parity transport equations except that the �rst-

order counterpart to these equations is the system of �rst-order even-parity and odd-parity

equations given in Eqs. (3) and (6) rather than the standard �rst-order transport equation.

Ackroyd3 points out that this is an explanation for the fact that while linear-continuous

spatial �nite-element (Galerkin) approximations to the �rst-order transport equation are

generally highly oscillatory, these same approximations are well-behaved when applied to

the even-parity and odd-parity equations. The application of such approximations to the

SAAF equation can be expected to result in similarly well-behaved solutions.

We choose to solve the standard P1 equations iin this paper rather than the least-
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squares P1 equations simply because the former are the traditional equations. The spatial

discretization used for the Sn equations is also used for the P1 equations. In particular, the

�rst-order equation for the P0 moment at cell-edge i+ 1

2
is:

(�i+1;1 � �i;1) +

�
�t;i+ 1

2

� �0;i+ 1

2

�
�i+ 1

2
;0�xi+ 1

2

= &i+ 1

2
;0�xi+ 1

2

; (75)

where all cell-edge scattering cross-section moments are de�ned in analogy with the cell-

edge total cross-section de�ned in Eq. (42). The �rst-order equation for the P1 moment at

cell-edge i+ 1

2
is:

1

3
(�i+1;0 � �i;0) +

�
�t;i+ 1

2

� �
1;i+ 1

2

�
�i+ 1

2
;1�xi+ 1

2

= &i;1�xi+ 1

2

: (76)

The equation for the P0 moment at cell-center i is

�
�i+ 1

2
;1 � �i� 1

2
;1

�
+ (�t;i � �0;i)�i;0�xi = &i;0�xi ; (77)

and the equation for the P1 moment at cell-center i is

1

3

�
�i+ 1

2
;0 � �i� 1

2
;0

�
+ (�t;i � �1;i)�i;1�xi = &i;1�xi : (78)

Solving Eq. (77) for the P0 moment at cell-center i gives

�i;0 = �
1

(�t;i � �0;i)�xi

�
�i+ 1

2
;1 � �i� 1

2
;1

�
+

&i;0

(�t;i � �0;i)
; (79)

and solving Eq. (78) for the P1 moment at cell-center i gives

�i;1 = �
1

3 (�t;i � �1;i)�xi

�
�i+ 1

2
;0 � �i� 1

2
;0

�
+

&i;1

(�t;i � �1;i)
: (80)
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Substituting from Eq. (80) into Eq. (75), and substituting from Eq. (79) into Eq. (76),

we obtain the interior-mesh SAAF equations for the P0 and P1 
ux moments, respectively:

�

1
3(�t;i+1��1;i+1)�xi+1

�
�
i+ 3

2
;0 � �i+ 1

2
;0

�
+ 1

3(�t;i��1;i)�xi

�
�
i+ 1

2
;0 � �

i�
1

2
;0

�
+

�
�
t;i+ 1

2
� �0;i+ 1

2

�
�
i+ 1

2
;0�xi+ 1

2
= &

i+ 1

2
;0�xi+ 1

2
�

&i+1;1

(�t;i+1��1;i+1)
+

&i;1

(�t;i��1;i)
; (81)

and

�

1
3(�t;i+1��0;i+1)�xi+1

�
�
i+ 3

2
;1 � �i+ 1

2
;1

�
+ 1

3(�t;i��0;i)�xi

�
�
i+ 1

2
;1 � �

i�
1

2
;1

�
+

�
�
t;i+ 1

2

� �1;i+ 1

2

�
�
i+ 1

2
;1�xi+ 1

2

= &i;1�xi+ 1

2

�

&i+1;0

3(�t;i+1��0;i+1)
+

&i;0

3(�t;i��0;i)
: (82)

Equations (81) and (82) apply to all vertices except the �rst (i = 1
2
) and the last

(i = I + 1
2
).

The equations for the P0 and P1 
ux moments on the boundaries require special at-

tention because, as shown in Eqs. (47) and (48), the boundary 
ux de�nition changes for

incoming and outgoing 
uxes. This discontinuity in the boundary 
ux must be accounted

for when angular moments of the transport equation are taken. In particular, let us con-

sider the equations for �0 and �1 at i =
1
2
. we begin our derivation of these equations with

angularly-continuous analogs of Eqs. (46), (47), and (48), respectively:

� ( 1 �  L) + �t;1 1

2

�x1

2
= Q 1

2

�x1

2
; (83)
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where  L takes on di�erent values for incoming and outgoing directions:

 L = f(�) ; � > 0; (84)

 L =  1

2

; � < 0; (85)

where for a source condition f(�) denotes the incident 
ux, for a vacuum condition f(�) =

0, and for a re
ective condition f(�) =  1

2

(��). Assuming a P1 dependence for the angular


uxes in Eq. (83) and taking the P0 and P1 moments of that equation, we respectively obtain

�1;1 � f1 +
1

4
� 1

2
;0 �

1

2
� 1

2
;1 + �

t;1� 1

2
;0

�x1

2
= & 1

2
;0

�x1

2
; (86)

and

1

3
� 1

2
;0 � f2 �

1

6
� 1

2
;0 +

3

8
� 1

2
;1 + �

t;1� 1

2
;1

�x1

2
= & 1

2
;1

�x1

2
; (87)

where

f
n
=

1

2

Z 1

0
�nf(�) d� ; n = 1; 2: (88)

Finally, we obtain the SAAF equations for the P0 and P1 
ux moments at the left bound-

ary vertex by substituting from Eq. (80) into Eq. (86), and from Eq. (79) into Eq. (87),

respectively:

�

1
3(�t;1��1;1)�x1

�
� 3

2
;0 � � 1

2
;0

�
� f1 +

1
4
� 1

2
;0 �

1
2
� 1

2
;1 + �

t;1� 1

2
;0
�x1

2
=

& 1
2
;0
�x1

2
�

&1;1

(�t;1��1;1)
; (89)
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�

1

3(�t;1��0;i)�x1

�
� 3

2
;1 � � 1

2
;1

�
� f2 �

1
6
� 1

2
;0 +

3
8
� 1

2
;1 + �t;1� 1

2
;1
�x1

2
=

& 1
2
;1
�x1

2
�

&1;0

3(�t;1��0;1)
; (90)

The right boundary equations are derived analogously.

Note from Eqs. (81), (82), (89) and (90) that the even-parity and odd-parity 
ux mo-

ments are independent on the mesh interior, but couple at the outer boundaries. Thus

the P1 SAAF equations are equivalent to P1 even-parity and odd-parity equations that are

independent on the mesh interior, but coupled at the boundaries. These equations di�er

from the standard P1 even-parity and odd-parity equations only in that the standard equa-

tions are completely independent. Thus it is clear that solving the SAAF P1 equations is

closely related to independently solving both the even-parity and odd-parity P1 equations,

but it is not equivalent.

Since we have stressed the importance of obtaining symmetric positive-de�nite (SPD)

discretizations for the SAAF equation, we should note that the discrete P1 equations that we

have derived are not SPD. However, for the case of source or vacuum boundary conditions,

this is just a scaling problem. To obtain SPD equations one need simply scale the Legendre

polynomials so that they are orthonormal, and then expand the 
ux and take moments

with respect to the these polynomials. For the case of a re
ective boundary condition, one
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must additionally replace Eq. (85) with

 L =  1

2

; all �; (91)

and then set � 1

2
;1
= 0 and eliminate its equation from the coe�cient matrix.

6 Computational Results

In this section we compare SAAF solutions, even-parity solutions, odd-parity solutions,

and averages of the even-parity and odd-parity solutions for a simple problem. A de�nitive

comparison of these types of solutions is beyond the scope of this paper. Our only purpose

is to demonstrate that numerical solutions of the SAAF equation are possible, and to give

an elementary comparison of such solutions with solutions to the traditional self-adjoint

equations.

A single problem is considered. It consists of a 1-D homogeneous slab of isotropically-

scattering material with a total width of 1 cm, a total cross-section of 2cm�1
, a scat-

tering cross section of 1.0 cm�1
, a spatially-constant isotropic homogeneous source of 1

particle=cm3
� sec, and vacuum boundaries at each face. The S2 angular discretization

was used in conjunction with linear-continuous �nite-element spatial discretization for all

of the transport equations. The S2 equations are equivalent to the P1 equations with Mark

boundary conditions. An analytic P1 solution to the test problem with Mark boundary
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conditions is straightforward to obtain. In particular, the scalar 
ux solution is given by

� = 1 �
exp[

p
6(1 � x)] + exp[

p
6x]

1� 1=
p
2 + (1 + 1=

p
2) exp[

p
6]

: (92)

Calculations were performed for a sequence of meshes. Each mesh in the sequence had

a di�erent number of spatial cells. The cell widths were initially uniform, but the widths

were perturbed using pseudo-random numbers. In particular, each vertex (except the �rst

and last) was given a perturbed coordinate as follows:

zp = zu + 0:15�xu(2Ra � 1) ; (93)

where zp denotes the perturbed coordinate,zu denotes the unperturbed coordinate, �xu

denotes the unperturbed cell width, andRa denotes a pseudo-random number. The cell-

widths were perturbed to ensure elimination of anomalous accuracy e�ects that are some-

times observed with perfectly uniform meshes.

The absolute value of the relative error in the total absorption rate as a function of the

number of mesh cells in the calculation is plotted in Fig.(1) for the even-parity solution,

the odd-parity solution, the self-adjoint solution, and the average of the even-parity and

odd-parity solutions. Since the SAAF equation produces both vertex 
uxes and cell-center


uxes, the errors for each of these component solutions are separately plotted. The cell-edge

absorption rates were actually calculated at the cell centers by averaging the two cell-edge


uxes associated with each cell. All of the solutions exhibit second-order accuracy. The
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least accurate solution is the even-parity solution, while the average of the even-parity

and odd-parity solutions is the most accurate. The self-adjoint cell-center solution and

the even-parity solution show comparable accuracy, while the self-adjoint vertex solution,

the odd-parity solution, and the average of the even-parity and odd-parity solutions show

comparable accuracy. It is not clear that any general conclusions can be drawn from the

calculations except that the SAAF equation is comparable in accuracy to the traditional

self-adjoint equations.

Rather than consider only the total absorption rate, we also considered the cell-wise

absorption rate. In particular, the error in the average absorption rate for each cell was

calculated for each of the S2 calculations. A global measure of the cell-wise errors was then

obtained for each S2 calculation by taking the L2 (Euclidian) norm of these errors and

dividing it by the L2 norm of the exact cell-wise absorption rates. This relative cell-wise

error norm is plotted in Fig.(2) as a function of the number of mesh cells for the even-

parity solution, the odd-parity solution, the self-adjoint solution, and the average of the

even-parity and odd-parity solutions. Comparing Figs.(1) and (2), we �nd that the relative

accuracy of the various solution types (even-parity, odd-parity, etc.) changes depending

upon how one measures the error.

All of the equations were solved using the conjugate-gradient method with row and

column scaling for preconditioning. As one would expect, the CPU time for solving the
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SAAF equation is comparable to the total CPU time for solving both the even-parity and

odd-parity equations. However, the CPU time for the SAAF equation is always a bit larger.

We believe that this is due to a larger condition number for the SAAF equation. This is

expected since the SAAF equation has twice as many unknowns (in 1-D slab geometry)

than the individual even-parity and odd-parity equations.

It should be noted that our discrete SAAF P1 equations become completely equivalent to

our discrete SAAF S2 equations if the P1 equations are modi�ed to satisfy Mark boundary

conditions. This is achieved by replacing the factor of 1

4
in Eq. (89) and the factor of 3

8
in

Eq. (90) by the factor 1

2

p
3
.

7 Conclusions

We have shown that the SAAF equation is a useful alternative to the traditional self-adjoint

form of the transport operator. Solution of the SAAF equation is closely related to inde-

pendent solutions of both the even-parity and odd-parity equations, but it is not equivalent.

The primary advantage of the SAAF equation lies in its boundary conditions, which are

much simpler than those of the traditional even-parity and odd-parity equations. These

boundary conditions are particularly advantageous for multidimensional Sn calculations

with re
ective and re
ective-like boundary conditions. Another advantage of the SAAF
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equation is that it can be solved in a void region. The traditional self-adjoint equations

cannot be independently solved in such regions.

Much additional research will be required to fully characterize the advantages and

disadvantages of the SAAF equation. The asymptotic behavior of SAAF solutions and

void solutions to the SAAF equation are topics of particular interest to us.

In closing we note that the DANTE code
9
has been recently developed at Los Alamos

National Laboratory to solve the even-parity, odd-parity, and SAAF equations. DANTE

solves these equations in 1-D, 2-D and 3-D Cartesian geometries. The 2-D and 3-D meshes

are unstructured. The 2-D meshes are composed of arbitrary combinations of quadrilaterals

and triangles, while the 3-D meshes are composed of arbitrary combinations of hexahedra

and degenerate hexahedra. DANTE o�ers both Sn and Pn angular discretization, withP1-

synthetic acceleration of the Sn source iterations. We expect DANTE to be a very useful

tool for investigating the advantages and disadvantages of the SAAF equation. It was used

to perform the calculations presented in this paper.

Appendix

The purpose of this appendix is to show that the spherical-harmonics functions are eigen-

functions of the monoenergetic Boltzmann scattering operator. The even-parity and odd-
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parity components of this operator are also discussed.

We begin be de�ning the spherical-harmonic function of degree l and order m:

Y m

l
(
�!


 ) =

q
Cm

l
Pm

l
(�) cos(m!) ; 0 � m � l;

=

q
Cm

l
P
jmj

l
(�) sin(jmj!) ;�l � m < 0;

(94)

where Pm

l
(x) is the associated Legendre function,

10 � is the cosine of the polar angle,! is

the azimuthal angle, and

Cm

l
= (2� �m;0)

(l� jmj)!

(l + jmj)!
: (95)

The spherical-harmonic functions are orthogonal:

Z
2�

0

Z
+1

�1

Y m

l
Y

j

k
d�d! = �l;k �m;j

4�

2l + 1
: (96)

We now apply the Boltzmann scattering operator to an arbitrary spherical-harmonic func-

tion,Y
j

k
:

SY
j

k
=

Z
4�

�s

�
�!




0

�
�!




�
Y

j

k

�
�!




0
�
d
0 : (97)

Next we expand the scattering cross-section in Legendre polynomials:

SY j

k
=

Z
4�

1X
l=0

2l + 1

4�
�lP

0

l

�
�!




0

�
�!




�
Y j

k

�
�!




0
�
d
0 ; (98)

where

�l = 2�

Z
+1

�1

�s (�0) P
0

l
(�0) d�0 : (99)
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Using the addition theorem1 to re-express P 0
l

�
�!



0

�

�!




�
, we obtain:

P
0

l

�
�!



0

�

�!




�
=

lX
m=0

Cm
l P

m
l (�)Pm

l (�0) cos [m (! � !0)] : (100)

Applying the formula for the cosine of the di�erence of two angles11 to Eq. (100), we obtain

P 0
l

�
�!



0

�

�!




�
=

Pl
m=0 C

m
l P

m
l (�)Pm

l (�0) [cos(m!) cos(m!0) + sin(m!) sin(m!0)] ;

=
Pl

m=�l Y
m
l

�
�!




�
Y m
l

�
�!



0
�

:

(101)

Substituting from Eq. (101) into Eq. (98), we obtain

SY
j
k =

Z
4�

1X
l=0

2l + 1

4�
�l

lX
m=�l

Y m
l

�
�!




�
Y m
l

�
�!



0
�
Y

j
k

�
�!



0
�
d
0 : (102)

Using the orthogonality condition expressed by Eq. (96), we �nd that Eq. (102) reduces to:

SY
j
k = �kY

j
k

�
�!




�
: (103)

Equation (103) shows that the spherical-harmonic function Y m
l is an eigenfunction of the

Boltzmann scattering operator with eigenvalue �l. This means that the operator S is

diagonal in the spherical-harmonic basis with elements corresponding to the scattering

cross-section moments.

Each spherical-harmonic function is either even or odd in
�!


 . In particular,Y m
l is even

if l is even and Y m
l is odd if l is odd. The operator S+ is equal to S but operates only on

even-parity functions, while theS� is equal to S but operates only on odd-parity functions.
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It is clear from their de�nitions that S+ and S� are also diagonal in the spherical-harmonic

basis with elements corresponding to the even and odd scattering cross-section moments

respectively.
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Figure Captions

1. Comparison of Total Absorption Rate.

2. Comparison of Cell-wise Absorption Rate.
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